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Introduction 
With today's vast and rapid increase in the use of 
electronic document readers, smart phone, tablets, 
there is an eminent need to develop tools for 
visualizing and summarizing textual contents. 
MindMapping [2] is not only a note-taking tool, but also 
a very powerful tool for text summarization and 
visualization. Converting a text paragraph to a 
MindMap would provide an easier way to visually 
access the knowledge and ideas in the text. !

 

 

Hierarchical MindMap Generation from Purely 
Textual Description (US Patent Pending) 

 
 

System Architecture 
  

 
  

Text Preprocessing Module (TPM)} 

Experiments (4900 Mturk Responses) 
(1) Correct?, (Regardless the pictures) ? Grade.   
(2  Relevant Pictures ? Grade.                                 
(3) How many missing Actions in the MMap)?.       
(4) How many missing Entities?.                               
(5a) How Many redundant frames ?                       
(5b) Satisfactory Hierarchy? Grade. 
 

Conclusions and Future Work 
We have designed and implemented an 
automated tool that takes English text as input 
and generates a Mind Map visualization out of it. 
The system was comprehensively tested under 
different parameter settings by MTurk Human 
Subjects and high satisfaction rates have been 
recorded. Hence, we aim to extend the system 
such that it’s reliable in handling very large text 
(e.g., a book) and also to try different 
approaches of Concept Combination. We will 
also work on enhancing the performance of the 
system to handle large text in reasonable time 
(i.e. ML MindMap Generation of a 250 word 
document take about 40 seconds on a 
3.3GHZ-2GB machine). 
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Applications 
 
  

 
  

 

This is the first phase in the system, it extracts sentence-wise 
information from raw text. It takes as an input the English 
plain text, and then generates for each sentence a parse 
tree, discourse analysis results, and the intended sense for 
each word in the sentence. In this stage, we utilized the 
current approaches for such a well-studied phase in NLP.!

This figure illustrates the architecture of English2MindMap 
system, where the blocks are color-coded according to the 
contribution in each block. Gray blocks  almost used existing 
approaches and/or technologies (e.g., the TPM), while green 
blocks constitute the main contribution. The following subsections 
describe  the functionality of each component.   
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Singe Level MindMap from  Pure Text (ClipArt) 

 

 This phase converts either the DMR or MLMR to 
a MindMap that contains images for visual 
frames then it automatically allocate it on the 
screen !

The action frame weights, 
obtained from the weight 

assignment, are 
partitioned into clusters 
using K-Means++. We 

selected K automatically. 
 

1)  Group frames of the exact 
concept ( i .e. ontological 
distance =0). 

2)  If the count of the groups in 1 
is > Gth (We used Gth=3),  
p e r f o r m a g g l o m e r a t i v e 
hierarchical clustering (AHC) until  
count of the groups is <= Gth. 

Why Hierarchical Mind Maps? 
Single level MindMap defies the purpose of 
comprehension speed, simplicity, and  clarity for larger 
text.!
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Hierarchical MindMap from  Pure Text (All) 

Image Search Specs analysis!

1)  Audio of a lecture to Text to MindMap.!
2)  Automatic Generation  of Mindap Presentations.!
3)  A novel way to visualize and summarize text 

documents for electronic book readers.  !

Areas!
v  Education!

v  Presentation!
v  Electronic document readers!

v  Human computer interaction!
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