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 One of the main challenges for scaling up object recognition « We provide Text Augmentation of the CUB-Birds and Oxford-Flower

We denote textual features and visual features as t € 7 (textual

systems is the lack of annotated images for real-world categories. . . . . datasets. _ . . .
YS! . ad . o9 domain) and x € <y (visual domain), respectively. In all of our Table 1: Comparative Evaluation on the Flowers and Birds
Typically there are few images available for training classifiers for . o . . We computed the ROC Datasets
most of these categories; severe for fine-grained categorization experiments, tis tl-idf features and x Is classeme features. P Flowers Birds
J | J J . curve and report the area Approach Avg AUC (+/-std) | Avg AUC (+/- std)

« There are abundant of textual descriptions of these categories, 1) Regression (Reg) Baseline under that curve (AUC) as [ Gpr 0.54 (+/- 0.02) 0.52 (+/- 0.001)
which comes in the form of dictionary entries, encyclopedia ” ' a comparative measure of | TGP 0.58 (+/- 0.02) 0.61 (+/-0.02)
articles, and various online resources. For exam I,e it is possible * A set of one-vs-all classifiers {c are learned, one for each seen | different approaches. N 0020+ 0.09) 009 (+/-0.01
to find ,several ood descriptions of a.“bobolink” Ii:)n énc CE) edias class. Given {(t; ¢,)}, a regressor is learned that can be used to give AR | SRR e

J P yeop a prior estimate for p,, (clt). In our experiments, we used Gaussian 1) Flower Dataset

of birds, while there are only a few images available for that bird

Process Regression (GPR) and Twin Gaussian Processes (TGP). Table 2: Percentage of classes that the  papie 3: Top-5 classes with highest combined

- ! . .
orine * The predicted classifier for textual feature vector t, is obtained as SIZS%?.?,‘; aop‘gfif‘z ?::ee'?”gg I(Tep');?'\‘/’imtimthlg mprovement nower cetase
. . . * i | TGP (AUC DA (AUC Our (AUC % 1 :
 Atftributes based approaches for zero shot learning deals with ¢ (L) =argmax_[p._ (clt)] total number of classes in each dataset — 51( i = 55( i Ogg( ) ——
the dilemma of finding best set of visual attributes for object A c Trreg R aseline | % moovetmnt | % moovement 2| 032 0.3 076 13.5%
description. . . - GPR 100 % 98.31 % 81 | 052 0.82 0.87 37% 0
2) Domain Adaptation (DA) Baseline * TP | 6% 5181 v | o 053 083 1574
- g  Aalinear (or nonlinear kernalized) transfer function W between 7~ —
PrObIem Defl n Itlon and v . 1 : : : h A) }11%::‘3_*4’#“77%“ L 60 AUC improvement over baseline computed for three different methods .
The mai t ddress in thi is how t | it |
© main queston We adaress in this papert 15 NOW 10 USe purely W can be learned by optimizing, with a suitable regularizer, over o
textual description of categories with no training images to learn constraints of the form tTW x> | ift and x belong to the same class iy S
visual classifiers for th ries. . . . ! 05
sual classitiers for these categories and tTW x <u otherwise, where x is a visual feature vector amended N - o
» We propose an approach for zero-shot learning of object by 1, | and u are model parameters. M
cateqgories where the description of unseen categories comes in . . . . e —
e f?)rm of typical text such Zs an encyclopedia e%try without the * It is not hard to see that this transfer function can act as a classifier. R = e o e
need to explicitly defined attributes leer_] _a te_XtuaI fe_a_ture t and a tegt image, represented by X,4a Fig 1: ROC curves ofbest10 predicted classes Fig 2. AUC impnrecx)ovejecmaZnt over the three
' classification decision can be obtained by tTW x > b, we set b to (I + (best seen in color) for Flower Dataset baselines (GPR, TGP, DA) on Flower dataset.
G ) Bobolink : Visual Classifier Space u ) /2 0¢ ) R w
* The Bobolink is a small New World blackbird | - ol |
" and the only member of Dolichonyx.
i e » The predicted classifier is obtained as cp, (t,) = t,TW. ) 1 R j
% a considered a pest by farmers in some areas. 0 | ) ] M - M | |
g 1 __ | ) ) 1 I . i
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Flowers may be pale blue,
violet, pink, bright red, or
white. Many are fragrant.

Fertilized flowers typically
produce one relatively large

Correlation between Text description
and Images:

Learned on Known object classes during

Training: Corr (T X)
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—— Grasshopper Sparrow, AUC:0.75438
— Whip-poor-will, AUC:0.7637
American Crow, AUC:0.76408
Green Kingfisher, AUC:0.76604
— - — White Pelican, AUC:0.7747 |
— - —  White-breasted Nuthatch, AUC:0.78561
Yellow-breasted Chat, AUC:0.78949 -20f
Black-throated Sparrow, AUC:0.79867 | 0
—— Bronzed Cowbird, AUC:0.82501
— - — - Bairds Sparrow, AUC:0.83384
I I I

I Sweet Pea:

» First approach that predicts explicit visual classifier parameters of [ sweetpes:

unseen classes from typical text, as encyclopedia entry. . | growing 0. height of 1-2
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AUC percentage improvement(%)

Learned Visual classifiers as Probability:
Likelihood of Visual classifier “C” for
an object described by text “T”.

Learned on Known object classes
during Training: P(c | t)

- meters (nearly six feet and six
' inches), where suitable

¢ Improvement over TGP
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- Two baselines were designed based on Regression and Domain e s Fig 4. ROC curves of best 10 predicted  Fig 5: AUC improvement over the three
Adaptation (DA) functions. classes (best seen in color) for Bird datas_et ~ Dbaselines (GPR, TGP, DA) on Birds dataset.
Predicted Classifier *
A . e T . T . ° i=1- I 09~ 7
» We proposed a quadratic program that involves both Regression é(t.) =argmin|c'c — at, We — SIn(preg(clt.)) * {X;, i=1:N} are the visual features *
. c,Ci of the images of the seen classes. I ]
and DA functions. Z ‘ _
_ _ | _ | » Given In p,, (clt) from the TGP N n . i
PrOjeCt Website: h’[’[pS//SI’[engogleCOm/SI’[e/mhelhOselny/ s.t. : —(CTX,,;) > Cl, Cf, >0, 1=1--- N and W | this equatign reduces 0:: _
projects/computer-vision-projects/Write_a_Classifier t. TWe > | to’tr?l' quadrati:: prfgram on ¢ > | M M |
Includes the data. The code will be available shortly on it. , with linear constraints T
y a, 5,7, : hyperparameters Fig 6: AUC of the predicated classifiers for all classes of Birds dataset




